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ABSTRACT

91 the dynamic realm of e-commerce, recommendation systems play a pivotal role in
shaping user experiences and fueling business growth. This study advocates for a novel
approach to online shopping recommendations, leveraging the power of the LightGBM
machine learning algorithm. By focusing on item-to-item recommendations, our method-
ology seeks to elevate user satisfaction by swiftly and precisely offering customers highly

personalized product choices.

At the core of our recommendation system lies the fusion of item-to-item association
analysis and user interactions, culminating in the delivery of accurate, real-time rec-
ommendations. This research contributes significantly to the e-commmerce landscape by
presenting a practical and scalable method that enriches customer experiences, conse-

quently amplifying sales and fostering customer loyalty.

Through extensive testing and evaluation, our results underscore the transformative
potential of the proposed item-to-item e-commerce recommendation system. This inno-
vative system stands poised to revolutionize digital commerce by providing users with
pinpoint-accurate product recommendations. The seamless integration of machine learn-
ing, coupled with a focus on item-to-item relationships, not only expedites the decision-
making process for consumers but also cultivates a deeper connection between customers
and the digital marketplace. In summary, our study demonstrates the capability of our
approach to usher in a new era of precision and effectiveness in digital commerce, promis-

ing a paradigm shift in the way users discover and engage with products online.

Keywords: E-commerce , recommendation system, Light GBM, machine learning, item-

to-item, personalization.
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Chapter 1

Introduction

1.1 Introduction

In the ever-changing world of electronic commerce (E-commerce), recommendation sys-
tems play a critical role in enhancing user experiences and driving business expansion.
Based on the powers of the LightGBM machine learning algorithm, this paper proposes a
revolutionary approach for online purchase suggestions. We aim to build Light GBM and
then demonstrate a comprehensive understanding of this methodology by investigating

item-to-item recommendation systems.

Lightgbm has become well-known for its efficiency, speed, and accuracy. Gradient boost-
ing is a technique designed for large volumes of data and high-dimensional feature spaces.
Light GBM constructs decision trees leaf-wise in order to minimize loss at each level and
prioritize the splits that yield the most information. This approach has become Light-
GBM the preferred choice for many machine learning applications, including recommen-

dation systems.

Item-to-item recommendation systems are a necessary part of E-commerce proposals.
Rather of placing more emphasis on user-item interactions, these systems focus on iden-
tifving product correlations. Item-based recommendations analyze previous user behav-
ior and product interactions to give customers with appropriate options based on their
requirements and preferences. Related or complimentary items are also suggested.In
this work, we examine in the context of e-commerce the synergy between LightGBM's
efficiency and the accuracy of item-to-item suggestions. In order to optimize user satis-
faction, engagement, and profitability, we aim to present a comprehensive understanding

of how Light GBM may enhance item-to-item recommendation systems.

1
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1.2 Research background

The coupling of LightGBM, a very powerful machine learning technique, with item-to-
item recommendation algorithms in e-commerce is the subject of this study. Taking use
of Light GBM's effectiveness, speed, and accuracy, the study investigates how item-based
suggestions could be improved by using it.In addition, a lot of small companies exhibit
declination as a result of failing to meet the expectations of their customers for improved

referrals.

SMALL BUSINESS FAILURE RATE
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Fig. 1.1. Failure rate of small businesses|[1]

Personalized suggestions derived from past user interactions are the focus of item-hased
systems, as opposed to user-centric approaches, which focus on product correlations. In
order to maximize user engagement and financial advantage, the study aims to provide
a thorough understanding of how Light GBM might enhance E-commerce recommenda-
tions. Rich experiments, approaches, and findings are presented, offering insights into
a ground-breaking solution at the intersection of E-commerce recommendations and

machine learning.
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1.3 Problem Statement

Despite advancements in recommendation algorithms, creating personalized and entirely
accurate product recommendations remains a challenging task.causing issues that have

a detrimental impact on online shopping in general.

The Impact of Delayed Access on E-commerce

Reduced customer loyalty

Negative impact on customer
experience

Supply chain problems

Increased costs

Fig. 1.2. Impact Of Delayed accesss|2]

In the area of recommendation systems, the challenges of scalability, performance, time
efficiency, and data sparsity are recurrent hurdles. Singular algorithmic solutions fre-
quently grapple with the complexity of capturing the entire spectrum of user preferences.
Recognizing this limitation, the exploration of novel algorithms becomes imperative
for more effective recommendation systems.Light GBM, a gradient boosting framework,
emerges as a beacon of promise in this landscape. Unlike its predecessors, LightGBM
excels in managing high-dimensional data and deciphering intricate patterns with un-
paralleled efficiency. Its leaf-wise tree growth strategy and gradient-b optimization
empower it to navigate the complexities of diverse datasets seamlessly.%lthe context of
e-commerce, where the dynamic nature of user preferences demands precision and adapt-
ability, LightGBM'’s performance capabilities present an intriguing opportunity. While
the specific performance of Light GBM in the field of e-commerce awaits empirical val-
idation, its intrinsic features suggest a potential paradigm shift. Its ability to handle
high-dimensional data coupled with a superior pattern recognition capacity positions it
as a strong contender for addressing the nuanced and evolving nature of user preferences

in the e-commerce space.
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1.4 Motivation and Scope of the Research

In our exploration of recommendation systems for e-commerce websites, we've delved
into diverse algorithms like XGBoost, Random Forest, SVM, among others. While these
algorithms exhibit competence in handling smaller datasets, a common limitation arises
when scalability and real-time model building become imperative. The transition to
LightGBM emerges as a strategic solution, effectively addressing these dual challenges.

As a matter of fact due to the pandemic in recent vears there has been an acceleration

in users in online retail in other words e-commerce sites making it crucial to update the

level of algorithms used in e-commerce sites all together.

Pandemic Accelerates
Shift to Online Retail

E-Commerce sales as a percentage of total retail sales
in the United States”

15%
$5,638b
12%
$792b
I

9% Total retail E-commerce

salesin 2020  sales in 2020
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0%

'00 '02 ‘04 '06 '08 "10 12 "14 "16 18 '20

Fig. 1.3. Pandemic Accelerates Shift to Online Retail(3]
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Light GBM, a standout in the realm of machine learning algorithms, particularly distin-
guishes itself through its exceptional performance even with modest datasets, reaching
its true pinnacle when confronted with larger and more complex data in the e-commerce
domain. The e-commerce sector, characterized by extensive and dynamic datasets, finds
a formidable ally in Light GBM, surpassing the capabilities of traditional algorithms.As
well as the fact that amazon users have seen a growth in billions due to the winter
festivals during 2023-24.

amazon.com & Global CE Al Devices ‘otal EstimatedVisit: Monthly  Quarterly @

B website Traffic  Compare ta Traffie fromLast vear @ Stock Price
Reported Period Trathe Unceparted Paricd
/ T 1
»/\ | - /
T~ 5“_"-«_\_”_'//

Fig. 1.4. User activity in Amazon[4]

Because of its gradient-based optimization and leaf-wise tree growth technique, Light-
GBM is unique in that it constructs models in real time. With its ability to compute
quickly without compromising accuracy, this method is the best in dynamic situations
such as e-commerce. Its quick analysis of large datasets and flexibility in response to
changing circumstances are essential in the quick-paced world of e-commerce, where
speed is of the essence. Because of LightGBM’'s efficiency, organizations can quickly
make data-driven decisions, enhance marketing campaigns, and tailor user experiences.
Light GBM’s model construction speed is a game-changer in the competitive e-commerce

space, enabling businesses to remain flexible and gain a competitive advantage.




Chapter 1. Introduction ]

Light GBM revolutionizes recommendation systems by addressing inherent limitations
and introducing unprecedented scalability and real-time responsiveness. Unlike tradi-
tional algorithms, LightGBM's implementation ensures timely and precise personalized

product suggestions, critical for enhancing the user experience in e-commerce.

Its ability to handle vast and dynamic datasets is particularly advantageous in the
ever-evolving e-commerce landscape. By swiftly adapting to changing trends and user
behaviors, Light GBM enables recommendation systems to remain relevant and effective
over time. This adaptability ensures that users receive tailored suggestions that res-
onate with their preferences and interests, ultimately driving engagement and customer

satisfaction.

Furthermore, Light GBM'’s efficiency in processing data empowers e-commerce platforms
to deliver recommendations in real-time, capitalizing on opportunities for upselling,
cross-selling, and improving overall conversion rates. By leveraging LightGBM’s ca-
pabilities, businesses can navigate the complexities of their data ecosystem with ease,

uncovering valuable insights and opportunities for growth.

In essence, Light GBM transcends its role as a mere machine learning algorithm to be-
come a strategic asset for e-commerce entities. Its ability to optimize recommendation
systems not only enhances the user experience but also contributes to the bottom line by
facilitating more meaningful interactions and driving revenue growth in the competitive

e-commerce landscape.
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1.5 Research Flow

Light GBM, a formidable supervised learning algorithm, stands out as a beacon of inno-
vation in the realm of recommendation systems, particularly in the dynamic landscape
of e-commerce. What distinguishes Light GBM from its predecessor recommendation
systems is its exceptional ability to seamlessly navigate the balance between speed and
processing efficiency. This algorithm excels in handling larger datasets with remarkable

efficacy, accomplishing tasks in considerably less execution time than its counterparts.

In the intricate world of e-commerce, where vast and diverse datasets are the norm,
Light GBM emerges as a gameschanger. Its proficiency in rapidly processing extensive
data sets is a testament to its leaf-wise tree growth strategy and gradient-based optimiza-
tion. This unique approach enables the algorithm to provide accurate, timely, and highly

personalized recommendations, addressing the evolving needs of users in real-time.

The significance of LightGBM in recommendation systems is underscored by its capacity
to surmount the challenges posed by larger datasets. By enhancing the speed and scala-
bility of recommendation systems, LightGBM not only resolves issues of computational
efficiency but also elevates the overall user experience in e-commerce. Its role in improv-
ing the effectiveness of customized product recommendations positions it as a substantial
advancement in recommendation system technology, promising a future where users can
enjoy more tailored and relevant suggestions, thereby fostering increased engagement

and satisfaction in the e-commerce space.

1.6 Research Question

In the dynamic realm of online shopping, what are the potential benefits of enhanc-
ing item-to-item recommendation systems with Light GBM, a machine learning method
that is well-known for its precision and effectiveness? To enhance user contentment,
engagement, and total profitability, the research aims to comprehend how item-based
suggestion variations and Light GBM’s capabilities interact. The goal of the article is
to investigate how this integration can disrupt e-commerce recommendation systems by

using a strict methodology, extensive testing, and comprehensive conclusions.
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1.7 Objective

To adopt LightGBM supervised learning algorithm in recommendation systems repre-

sents a strategic leap forward in personalized product suggestions.

e By carefully balancing speed and performance, Light GBM shines in e-commerce.
It is clear how skilled Light GBM is in the fast-paced world of e-commerce, where
making decisions quickly and accurately is crucial. It is a highly valued asset due
to its capacity to sustain outstanding performance and ensure quick computations.
With its novel leaf-wise tree growth technique and gradient-based optimization,
Light GBM achieves this delicate equilibrium, making it an indispensable tool for
real-time real-time dataset navigation. To put it simply, it is a lighthouse of

efficiency, quickly and precisely satisfving the expectations of e-commerce.

e It's ability to handle larger datasets with ease and significantly outperform its prior
recommendation systems in terms of execution time demonstrate LightGBM's
supremacy. Its effective gradient-based optimization and leaf-wise tree growth
method allow for quick computations without sacrificing accuracy. This ability
guarantees prompt and efficient processing of enormous datasets in the context of
recommendation systems, especially in e-commerce, demonstrating LightGBM’s
leadership in handling the difficulties presented by massive amounts of data while

preserving exceptional execution speed.




Chapter 2

Literature Review

2.1 Introduction

The literature study examines the development of recommendation systems in e-comm-
-erce placing special emphasis on the integration of machine learning algorithms and the
search for better datasets. At first, scalability was hampered by algorithmic restrictions,
which prompted calls for stronger datasets. The use of dual datasets and supervised
learning gained traction as machine learning gained popularity, emphasizing the need of

contextual data for tailored suggestions.

Finding a balance between computing time and accuracy continued to be difficult, which
led to the investigation of more effective algorithms like XGBoost and hybrid KNN
combinations. These methods, however, frequently proved time-consuming and brought
about disadvantages like hardware dependence. The review ends with a summary of
the field’s history and recommendations for future research aimed at maximizing rec-

ommendation system effectiveness.
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2.3 content analysis

A lot of the works that were made upon different outlooks in e-commerce sites for rec-
ommendation systems that gave out quite interesting ideas as well as performances, but
every developing research has its future works that were not implemented at those times,
such were some works that wanted to work with better datasets that can give further in-
sights on better work[5][6][7].But some of the works were actually unable to large dataset
due to incapability of the algorithm[8][9][10].Going further some of the later workings
suggested getting involved with machine learning algorithms [8], some even insisted
on supervised machine learning algorithm for a better outcome[11][12],corresponding
to that authors suggested to use dual or better acknowledged datasets to verify the
works with stronger impression[6][13][14], contextual data usage was also a popular
suggestion[15][19]

while machine learning algorithm started to be implemented, it was not very efficient
due to it’s lower accuracy because of the lower performing algorithms[16][22].Even after
the usage of supervised learning algorithm the efficiency was not that much feasible due
to higher time taken for better performance so the balance was off due to improper com-
bination between accuracy and time [18][17].Further development went towards higher
performing algorithms such as xghoost using it individually and also using it in a hybrid
manner with KNN which did give some better results at the expense of time both the
hybrid[20] and individual[21] algorithms were really time taxing putting it off balance,as
well the drawbacks were numerous while using them such as unable to work with larger

datasets without higher levels of hardware or giving out incomprehensive results .

LightGBM, a gradient boosting framework developed by Microsoft, has emerged as
a pivotal tool in supervised learning due to its exceptional balance of performance and
efficiency, especially when handling large datasets. Its significance lies in its ability to
address challenges that earlier recommendation systems faced, notably those dating back
to the establishment of the first e-commerce site, the Boston Computer Exchange, in

1982

One of the primary advantages of Light GBM is its ability to handle substantial volumes
of data with remarkable execution speed. This efficiency stems from its innovative algo-
rithms, which optimize memory utilization and leverage parallel computing capabilities.
As a result, Light GBM outperforms its predecessors in recomnendation systems, such
as collaborative filtering and matrix factorization methods, in terms of both accuracy

and time efficiency.
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Furthermore, Light GBM's implementation of gradient boosting techniques ensures supe-
rior model performance. By sequentially improving weak learners, Light GBM constructs
powerful ensemble models that excel at predictive tasks, including classification and re-

gression, across various domains.

The reduced time consumption of LightGBM is particularly noteworthy, as it enables
faster model training and deplovment cycles. This accelerated workflow enhances the
agility of data-driven processes, allowing organizations to adapt swiftly to evolving mar-

ket dynamics and customer preferences.

Light GBM stands out as a significant breakthrough in machine learning, offering a com-
pelling solution to contemporary data challenges. Its efficiency in achieving optimal
performance with minimal overhead makes it a preferred choice for both researchers and
practitioners across various industries. By facilitating faster model training and deploy-
ment cycles, Light GBM enhances decision-making processes and fosters innovation in

domains like e-commerce, banking, healthcare, and beyond.

The framework’s ability to handle large datasets with speed and precision contributes
to its widespread adoption and relevance in today’s data-driven landscape. As organiza-
tions strive to leverage data for competitive advantage, Light GBM emerges as a pivotal
tool, enabling them to extract actionable insights and drive meaningful outcomes. Its
impact extends beyond traditional boundaries, fueling advancements in predictive an-
alytics, personalized recommendations, risk assessment, and other critical areas where

data-driven decision-making is paramount.
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2.4 Applied-Algorithms

2.4.1 ightgbm

Light GBM is a gradient boosting framework that uses tree based learning algorithms.

It is designed to be distributed and efficient with the following advantages:

Faster training speed and higher efficiency.

e Lower memory usage.

Better accuracy.

Support of parallel and GPU learning.

o Capable of handling large-scale data.

LightGBM leaf-wise

—> —> —
o> °

Fig. 2.1. Architecture of the Lightghm classifier(23]

ghtGBM divides the tree leaf-wise, while other boosting methods expand the 1'e vel-
wise. The leaf with the greatest delta loss is the one that it grows. With respect to the
level-wise approach, the loss of the leaf-wise algorithm is lower because it is fixed. Leaf-
wise tree development may result in overfitting in short datasets and possibly increase

the complexity of the model.
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LightGBM is indeed a powerful algorithm in the realm of gradient boosting frameworks.

Here'’s a breakdown of the key features and techniques that make LightGBM stand out:

1. Gradient Boosting Decision Trees (GBDT): LightGBM follows the GBDT
framework, which sequentially adds decision trees to the ensemble, with each tree cor-

recting the errors of its predecessors.

2. Gradient-based One-Side Sampling (GOSS): GOSS is a technique used in
LightGBM to efficiently handle data during the training process. It focuses on sampling
the mst s with large gradients while keeping the instances with small gradients. This
helps inﬁucing the number of data instances without sacrificing the overall quality of

the model.

3. E{clusive Feature Bundling (EFB): EFB is another technique employed by Light-
GBM to improve efficiency. It bundles exclusive features together during the training
process, which helps reduce the number of feature combinations to consider, thereby

speeding up the training process.

4. Efficiency and Scalability: LightGBM is known for its efficiency and scalability,
which makes it suitable for large datasets. The techniques like GOSS and EFB contribute

significantly to its efficiency.

5. Handling Various Data Types: LightGBM can handle a wide variety of data

types, including categorical features, numerical features, and combinations of both.

6. Flexibility in Hyperparameter Tuning: Light GBM offers a diverse set of hypei-
parameters that can be fine-tuned to optimize model performance for different datasets

and problem types.

7. Supported Problem Types: LightGBM ports regression, binary classification,
multiclass classification, and ranking problems, making it versatile for a range of machine

learning tasks.

Overall, Light GBM’s combination of efficient algorithms, innovative techniques, and
flexibility in hyperparameter tuning makes it a popular choice for both practitioners

and researchers in the field of machine learning.
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2.4.2 XGBoost

You may better comprehend your data and make decisions by using the powerful machine-
learning algorithm XGBoost.A gradient-boosting decision tree implementation is called
XGBoost. To improve their machine-learning models, academics and data scientists
from all around the world have been using it.It functions with either department- or

level-wise tree development.

XGBoost architecture

Depth-wise
growth

= =

Fig. 2.2. Architecture of the Xgboost classifier[24]

Combining several weak learners into one powerful learner is how XGBoost operates.
Machine learning models that perform marginally better than random guessing are re-
ferred to as weak learners. On the other hand, combining weak learners can result in
a far more accurate strong learner.Training multiple decision trees is how XGRgost op-
erates. To create the final forecast, the predictions from each tree—which is trained
on a subset of the data—are added together.The GBM algorithm has been improved
with XGBoost. A more regularized model is used by XGBoost, which helps to prevent

overfitting. This is the primary difference.
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Here'’s a breakdown of the features and characteristics in XGBoost:

1. Boosting Technique: XGBoost aongs to the family of boosting algorithms, where
the focus lies on iteratively improving the model by correcting the errors of previous
models. XGBoost optimizes a specific loss function, which helps in improving the overall

performance of the ensemble.

2. Supervised Learning: XGDBoost is primarily used in supervised learning tasks,

including regression and classification problems.

3. Parallel Processing: XGBoost supports parallel processing, making it efficient for
training on both single and distributed svstems. It can leverage frameworks like Hadoop

and Spark for distributed computing,.

4. Regularization: XGBoost ofiers various regularization techniques to combat over-

fitting, including L1 and L2 regularization, which penalize the complexity of the model.

5. Auto Tree Pruning: XGBoost implements tree pruning strategies to control the
growth of decision trees, preventing them from becoming overly complex and reducing

the risk of overfitting.

6. Handling Missing Values: XGBoost can handle missing values in the dataset,
either by learning an optimal direction during training or by placing missing values in

the most appropriate side during tree construction.

Overall, XGBoost’s combination of performance, scalability, and robustness has made
it a popular choice for various machine learning tasks, particularly in scenarios where
predictive aceuracy is crucial. TIts flexibility and efficiency make it suitable for bhoth

research and practical applications across different domains.
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2.4.3 Random-Forest

For a range of applications, such as regression and classification, gldom Forest is a
powerful machine learning technique.ﬁ'andom forest model is composed of numerous
little decision trees, or estimators, each of which generates a unique set of predictions;
thus HIH@ the method ensemble in nature. A prediction that is more accurate is gener-

ated by the random forest model by combining the predictions made by the estimators.

Dataset
|
Decision Tree (1) Decision Tree (2) Decision Tree (3)
Result (1) Result( ) Result (3)

I I |
|

Majority Voting/ Averaging

l

Final Result

Random Forest

Fig. 2.3. Architecture of the Random Forest classifier[25]

Each decision tree in the ensemble of decision trees used in the random forest technique
is made up of a bootstrap sample, which is a sample of data taken from a training set
with replacement. One-third ofthat training sample—referred to as the "out-of-bag”
data—is reserved as test data. ﬁatu_re bagging is then used to introduce yet another
randomization, increasing dataset variety and decreasing decision tree correlation. ﬁe—

he

individual decision trees in a regression job will be averaged, and in a classification work,

pending on the nature of situation, the determination of the prediction will differ.

the predicted class will be determined by a majority vote, or the most common cate-
gorical variable. then cross-validation is performed using the oob sample. The features
vou've listed highlight the strengths and capabilities of Random Forests, a powerful

ensemble learning method based on decision trees. Let’s break down these features:
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1. Accuracy: Random Forests often ibit high accuracy compared to other ma-
chine learning algorithms, making them well-suited for a wide range of classification and

regression tasks.

2. Scalability: Random Forests are efficient and can handle large databases with
thousands of input variables without requiring variable deletion. This scalability makes

them applicable to various real-world scenarios with extensive datasets.

3. Variable ﬂportance: Random Forests provide estimates of the importance of
variables in the classification process. This feature is valuable for understanding which

features contribute most significantly to the model’s predictions.

4. Unbiased Generalization Error Estimation: Duringﬁe process of building
the forest, Random Forests generate an internal unbiased estimate of the generalization

error. This helps in assessing the model’s performance and tuning parameters effectively.

5. Handling Missing Data: Random Forests have effective methods for estimating
missing data, allowing them to maintain accuracy even when a large proportion of the

data is missing.

6. Balancing Error in Class Population: Random Forests provide methods for
handling class imbalance in datasets, ensuring that the model is not biased towards the

majority class.

In summary, Random Forests offer a comprehengive set of features that contribute to
their accuracy, robustness, and versatility across variogg machine learning tasks. Their
ability to handle large datasets, deal with missing data, and provide insights into variable

importance makes them a popular choice in both research and practical applications.
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2.4.4 Elpport-Vector-Machine

A supervised learning technique called a support vector machine (SVM) is used in ma-
chine learning to perform regression and classification tasks. SVMs are especially effec-
tive at handling binary classification issues, which call for splitting a data set's elements

into two groups.

e‘ Maximum

! o Positive

¢I Hyperplane B
'I‘ - ’

Maximum

Margin

= vpe |_|‘. lane

Support

Vectors
O

The optimal border or region is referred to as a hyperplane and is found using the Sup-

Negative Hyperplane

Fig. 2.4. Architecture of the SVM classifier|26]

port Vector Machine (SVM) algorithm. The SVM method locates the line segment that
is closest between the two classes. Support vectors are these points. Margin is the length
of time that separates the vectors from the hyperplane. And maximizing this margin is

SVM’s objective. An ideal hyperplane is one that has the most margin.
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gpport Vector Machines (SVMs) are powerful supervised learning models used for
classification and regression tasks. Here are the key features and characteristics of SV Ms:

1. Effective in High-Dimensional Spaces: SVMs are effective in high-dimensional

spaces, making them suitable for problems with many features, such as text classification,

image recognition, and gene expression analysis.

2. Sensitivity to Feature Scaling: SVMs are sensitive to feature scaling, so it's

essential to scale the features before fitting the model to ensure optimal performance.

3. Kernel Trick:

trick. Kernels s as linear, polynomial, radial basis function (RBF), and sigmoid are

can efficiently perform nonlinear classification using the kernel

commonly used to map data into higher-dimensional spaces where it's easier to find a

separating hyperplane.

33
4. Margin Maximization: SVMs aim to find the hyperplane that maximizes the
margin, i.e., the distance between the hyperplane and the closest data points (support
vectors). Maximizing the margin helps improve the model’s generalization ability and

resistance to overfitting.

5. Binarg,.Classification: SVMs are primarily used for binary classification, where
they aim to find the optimal hyperplane that separates the data into two classes with

the maximum margin.

6. Extension to Multiclass gassiﬁcation: SVMs can be extended to handle mul-
ticlass classification problems using techniques such as one-vs-one (OVQO) or one-vs-all
(OVA) classification.

In summary, SVMs offer several features and characteristics that make them well-suited
for various classification tasks, especially in high-dimensional spaces and when dealing
with binary or multiclass classification problems. Their ability to maximize the margin,
handle nonlinear data through kernel tricks, and produce sparse solutions contributes

to their popularity in both academic research and practical applications.

2.5 Summary

In the dynamic realm of e-commerce, recommendation systems play a pivotal role in en-
hancing user experience and driving sales. Over the years, researchers and practitioners

have explored various outlooks and methodologies to refine recommendation algorithms.
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While numerous approaches have yvielded promising insights and performances, the jour-
ney towards optimal recommendation systems is paved with challenges and unexplored

avernues,

A significant aspect of advancing recommendation systems lies in leveraging datasets
that offer deeper insights and better reflect user preferences and bhehaviors. However,
many existing works have encountered limitations in handling large datasets due to
algorithmic incapabilities. Despite the recognition of the importance of richer datasets,

some research endeavors were constrained by the scalability issues of their algorithms.

To address these challenges, recent research efforts have advocated for the integration
of machine learning algorithms into recommendation systems. While machine learning
holds immense potential for enhancing recommendation accuracy, early implementations
faced hurdles in achieving satisfactory performance. Supervised learning algorithms
emerged as a popular choice among researchers aiming for improved outcomes. The
emphasis on supervised learning underscores the importance of leveraging labeled data

to train models effectively and make informed recommendations.

Moreover, the significance of dual or diversified datasets has been highlighted by several
authors. By incorporating diverse data sources, recommendation systems can capture a
more comprehensive understanding of user preferences and behaviors. Contextual data
usage has also gained traction, as it enables recommendation systems to adapt to chang-

ing user contexts and preferences, thereby enhancing user engagement and satisfaction.

Despite the advancements in machine learning algorithms, efficiency and performance
remain critical concerns. Many existing algorithms suffer from lower accuracy and longer
processing times, posing challenges in striking a balance between recommendation qual-
ity and computational efficiency. Supervised learning algorithms, while offering improved
accuracy, often entail longer training times, thereby impeding real-time recommendation

capabilities.

In response to these challenges, researchers have explored higher-performing algorithms
such as XGBoost and hybrid approaches like combining XGRoost with KNN (K-Nearest
Neighbors). While these approaches e demonstrated promising results in terms of
recornmendation accuracy, they come at the expense of increased computational com-
plexity and processing time. The time-taxing nature of these algorithms has led to
a disproportionate trade-off between recommendation quality and computational effi-

ciency.
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Furthermore, the drawbacks associated with higher-performing algorithms, such as their
inability to handle larger datasets without substantial hardware resources and their ten-
dency to produce incomprehensive results, pose significant challenges to their widespread

adoption in e-commerce recommendation systems.

To overcome these challenges and chart a path towards more efficient and effective

recommendation systems, future research endeavors must focus on several key areas:

1. Algorithmic Opgimization: There is a need to explore novel algorithmic techniques
and optimizations %t strike a balance between recommendation accuracy and compu-
tational efficiency. This may involve refining existing algorithms or developing entirely
new approaches tailored to the specific requirements of e-commerce recommendation

systems.

2. Scalability and Performance: Addressing the scalability and performance challenges
associated with handling large datasets is paramount. Researchers should explore dis-
tributed computing paradigms and parallel processing techniques to enable efficient pro-

cessing of vast amounts of data in real-time.

3. Hybrid Approaches: Hybrid approaches that leverage the strengths of multiple al-
gorithms while mitigating their individual drawbacks hold promise for enhancing rec-
ommendation quality while minimizing computational overhead. Exploring innovative
combinations of algorithms and techniques could unlock new avenues for improving rec-

ommendation systems.

4. User-Centric Design: Recommendations should be tailored to the unique preferences
and behaviors of individual users. Incorporating user feedback mechanisms and per-
sonalization strategies can enhance the relevance and effectiveness of recommendations,

ultimately improving user satisfaction and engagement.

5. Ethical Considerations: As recommendation systems exert a significant influence on
user behavior and decision-making, it is imperative to address ethical considerations such
as transparency, fairness, and privacy. Researchers and practitioners must prioritize the
development of ethically responsible recommendation systems that uphold user trust

and integrity.

Ethe realm of e-commerce recommendation systems, there has been a continuous pur-
suit of innovation and performance enhancement. Early research efforts underscored the
importance of better datasets for deeper insights, vet faced challenges with algorithmic
limitations in handling large data volumes. The transition towards machine learning al-
eorithms, particularly supervised learning, aimed to improve accuracy but encountered

efficiency issues due to prolonged processing times.
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Light GBM, a gradient boosting framework developed by Microsoft, has emerged as a
transformative solution in supervised learning. Its exceptional performance and effi-
ciency, especially in handling large datasets, have revolutionized recommendation sys-
tems. Light GBM’s innovative algorithms optimize memory utilization and leverage
parallel computing capabilities, resulting in superior execution speed and model per-
formance compared to traditional methods like collaborative filtering and matrix factor-

ization.

One of Light GBM's key advantages lies in its ability to construct powerful ensemble
models through gradient boosting techniques, enhancing predictive accuracy across var-
ious domains. Its reduced time consumption accelerates model training and deployment
cycles, fostering agility in data-driven processes and enabling organizations to adapt

swiftly to evolving market dynamics.

Light GBM’s efficiency has positioned it as a preferred choice for researchers and prac-
titioners across industries, driving innovation in e-commerce, banking, healthcare, and
bevond. Its capability to handle large datasets with speed and precision fuels advance-
ments in predictive analyvtics, personalized recommendations, and risk assessment, em-
powering organizations to extract actionable insights and drive meaningful outcomes in

today's data-driven landscape.




Chapter 3

Methodology

3.1 Introduction

ﬁghtGBM is a gradient boosting ensemble method utilized by the Train Using Au-
toML tool based on decision trees. LightGBM is a decision tree-based technique that
may be applied to regression as well as classification. High performance with distributed
stems is the focus of LightGBM's optimization.
redictive modeling is a frequent statistical method for forecasting future hehavior.
One type of data-mining technology that helps anticipate future results is predictive
deling. It works by evaluating both historical and present data to create a model.
Recommender System is a program that can forecast a user’s future preferences
for a group of things and suggest the items that will be most popular.
A Content Based Filtering is a recommender system that utilizes machine learning
algorithms to predict and suggest items to users that are new but similar to their prefer-
ences. For this method to be effective, it requires a well-defined set of features for each
product and a record of the user’s past choices. The recommendation process relies on
assessing product characteristics and aligning them with the user’s preferences.
Collaborative filtering recommender systems rely on user-item interactions to sug-
gest new products, emphasizing collective user behavior patterns instead of individual
item features. By analyzing past interactions, the system identifies similarities hetween
users and recommends items based on the preferences of users who share similar he-
haviors, providing personalized suggestions without explicitly considering specific item

characteristics.
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3.2 Models

In the beginning we selected a dataset that met our requirements and selected our
features according to their usefulness.And as we all know a machine learning algorithm
works according to the selected node or data working its way towards its output and the
selected features work as in the input that the output maps with accordance lightghm
creates a model, which gives a recommendation based on the learning by mapping new
data to take it closer to perfection.

Note that: machine learning algorithms do not give us perfect valid results. We found
our thesis result 94 percent. In case we put an input value in our model which is not
available in our 75 classes for the first dataset and 70 classes for the second. We find a
result but the result is not valid.but machine learning algorithm tries to give us a nearest
valid result of it.

For a stepwise
e Step 1: we select some input feature which is used to as reference for mapping
the output

e Step 2: we apply the Lightghm classifier algorithm and acquire the prediction

model with our given dataset feature.

e Step 3: Then if a user input data is used in the acquired prediction model we find

an outcome.

e Step 4: here the generic product is predicted, which is then sorted according to

the rating.

e Step 5: then the top 5 data is presented according to sorting for recommendation.

The workings here have heen g)wn in figure 3.1
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(Featurez)  (Featwre.)  (Fearwre.)  (Featuren)

LIGHTGEM
Classifier

Machine Learning Algorithm

Prediction -

Creation

Predict The generic product

Sorting the predicted product according to
rating

Showing Top 5 product according to
sorted data as recommendation

Fig. 3.1. Overall System Architecture
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3.3 Description:

3.3.1 First Stage

For a broader view of the workings two large dataset are taken. One data set is from
amazon(2019). Another dataset is amazon(after 2020),the reason for choosing them hoth
are due to their features being in line with our work. As we start working on dataset for
preprocessing, and start to function with our required columns for feature selection as
the dataset is huge, then we start removing the null data that obstructs us from getting
the valid results in stage 1. After that the dataset is ready at the end of this stage for
further use, but it is still enormous (ahout 14 million).so we select random amount of

data of 100k,500k and lmillion simultaneously for going through the algorithm.

( N

Loading Raw Dataset

Feature
Selection

MNull Data
Deletion

\ _ Preprocessing Data )

|

Processed Dataset
Random Sample Selection
(100k,500k,1 million)

\ Stage 1 y

Fig. 3.2. Dirst Stage
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In order to import a raw dataset for preprocessing, data analysis for model training must
be performed first. Examine the dataset in its entirety to determine its size, composi-
tion, and nature of data. Planning the preparation procedures and comprehending the
data distribution are aided by this stage.In data analysis and machine learning projects,

loading a raw dataset from a CSV file into memory is a typical task.

Loading Raw Dataset

Fig. 3.3. Loading dataset

Preprocessing huge datasets entails a number of crucial procedures to guarantee the
relevance and quality of the data. First, figuring out which columns are erucial for anal-
ysis facilitates a more efficient process. It is crucial to handle missing data; approaches
include imputation, deletion, or sophisticated methods like predictive modeling. The
results of analysis and data integrity are affected by each technique. Imputation is the
process of substituting mean, median, or estimated values from the available data for
missing values. When only a few variables are impacted or non-critical variables are af-
fected, it is efficient to remove rows or columns with missing values. More sophisticated

methods use correlations with other data to forecast missing numbers.

Evaluation post-processing is crucial to assess how handling strategies influence dataset
integrity and analytical outcomes. Documentation of decisions and methodologies en-
sures transparency and reproducibility. Preprocessing extends beyond handling missing
values and may include data transformation, normalization, feature engineering, and
outlier detection. Systematic preprocessing ensures datasets are optimized for analysis
and model training, enhancing the reliability and interpretability of results. By adher-
ing to robust preprocessing practices, analysts can derive meaningful insights from large

datasets while mitigating the risks associated with data inconsistencies and biases.

Null Data
Removed

Feature
Selection

Fig. 3.4. Preprocessing Data
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A processed dataset, devoid of null values and containing relevant features, is crucial for
accurate analysis and model development. By addressing null values through robust pre-
processing techniques, dataset integrity is preserved, minimizing biased results. Clean
datasets facilitate more accurate modeling, insightful analysis, and efficient subsequent
stages in the data analysis pipeline. With noise eliminated and irrelevant variables re-
moved, the focus shifts to the most salient aspects of the data, enhaneing interpretability.
Furthermore, processed datasets contribute to scalability and generalizability, ensuring
robust performance across diverse datasets and real-world scenarios. In essence, they

lay a solid foundation for data-driven decision-making and predictive modeling.

(Processed Dataset)

Fig. 3.5. Processed Dataset

Post-preprocessing, the dataset, though extensive at 14 million records, faces compu-
tational challenges. To address this, subsets of 100k, 500k, and 1 million records are
randomly selected for algorithmic exploration. This strategy alleviates computational
burdens and enhances processing efficiency while maintaining dataset representative-
ness through random sampling. Simultaneous evaluation of different subset sizes en-
ables insights into algorithm performance under varying data volumes, aiding decisions
on resource allocation and algorithm selection. Moreover, working with smaller subsets
expedites iterative experimentation, facilitating rapid prototyping, parameter tuning,
and hypothesis testing. By employing random sampling, analysts can efficiently navi-
gate large datasets, streamline development cycles, and accelerate insights generation,

ultimately enhancing the effectiveness and scalability of data analysis workflows.

Random Sample Selection
(100k,500k,1 million)

Fig. 3.6. Sample Selection
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3.3.2 Second Stage

As we go forward towards stage 2 after completing processing then selection and we
input our categorical data as the work that we are researching is based on e-commerce
market which is already in a categorical state. In stage 2 | we shall split the data into
two parts which will be the test data(30 %) and the other being train data(70%) for
their individual required purpose. Then Lightghm classifier algorithm is applied upon the

trained data which gives us a prediction model which is used in further conjecture.

¢ p

Transforming Column Data type
(Into Categorical Data)

|

Data Split
(Train (70%) and Test (30%) data)

|

Applying
LightGBM Classifier
Algorithm

!

Prediction Model

N

N )
./

N )
R

Stage 2

Fig. 3.7. Second stage
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Transforming columns into categorical data is a crucial step before splitting datasets for
analysis. This process involves converting relevant columns into categorical variables,
which represent discrete, qualitative characteristics. Categorical variables can include
nominal categories, such as gender or product type, or ordinal categories, like education
level or customer satisfaction rating. By transforming columns into categorical data,
analysts can effectively organize and classify information, facilitating clearer insights
into patterns and relationships within the (lataseCategorical variables enable more
intuitive interpretation of data and can enhance the performance of certain machine
learning algorithms that are designed to handle categorical inputs. Splitting datasets
after transforming columns into categorical data allows for stratified sampling, ensuring
that each subset maintaing proportional representation of the different categories. This
is particularly important E‘ maintaining the integrity and representativeness of the
data across training, validation, and test sets. In summary, transforming columns into
categorical data before splitting datasets enhances data organization, facilitates intuitive

interpretation, and supports more effective analysis and model training processes.

Transforming Column data type
(Into Categorical Data)

Fig. 3.8. Transformation

As is standard in machine leagning, 0% of the data is used for training and 30% is used
for testing. Seventy percent of the data are in the training set, which is used to train
the model by identifying patterns and relationships in the dataset. Thirty percent of the
data is the testing set, which is used as a separate dataset to assessﬂ performance of
the model. By ensuring that the model’s prediction skills are evaluated on unobserved
data, this split aids in the identification of possible problems such as under- or overfitting,.
Reliability in model construction and precise prediction are enhanced by the 70-30 split,

which achieves a balance between robust evaluation and sufficient training.

Data Split
(Train (70%) and Test (30%) data)

Fig. 3.9. Data split
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After splitting the data, the Light GBM algorithm is applied to build a prediction model.
LightGBM, a gradient boosting framework, is renowned for its efficiency and aceuracy
in handling large datasets. It employs a tree-based learning algorithm, where decision
trees are constructed sequentially to minimize the loss function.Light GBM’s key fea-
tures include leaf-wise growth and histogram-based algorithms, which optimize training
speed and memory usage while maintaining predictive performance. Its ability to han-
dle categorical features directly without one-hot encoding further enhances efficiency
and reduces computational overhead.During model training, Light GBM iteratively im-
proves predictive accuracy by minimizing residual errors. It utilizes gradient descent
techniques to update tree structures, optimizing model parameters to fit the training
data.After training, the LightGGBM model can efficiently predict outcomes for unseen
data, leveraging the learned patterns and relationships discovered during training. Its
speed, scalability, and high predictive accuracy make LightGBM a preferred choice for

various machine learning tasks, particularly with large and complex datasets.

Applying
LightGBM Classifier
Algorithm

Fig. 3.10. Applying Lightgbm

After applying the Light GBM algorithm, we obtain predictions that serve as crucial in-
sights for final stage of our work. These predictions represent the model’s estimates
based on learned patterns and relationships within the data. Leveraging the efficiency
and accuracy of LightGBM, we generate actionable insights for decision-making pro-
cesses. These predictions inform strategic directions, optimize resource allocation, and
enhance operational efficiency. By harnessing the power of advanced machine learning
techniques like Light GBM, we unlock valuable insights that drive innovation, competi-

tiveness, and success in our endeavors,

Prediction Model

Fig. 3.11. Prediction Model
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3.3.3 Final Stage

After all that in the beginning of stage 3, the time taken is calculated which is required

for creating the prediction model,then using the test data in the prediction model we

evaluate the accuracy percentage shown in figure 3.3 . Afterwards new data is used in

the model where the algorithm performs based on what it has learned and gives off a

generic product detection.Finally giving us a recommendation by sorting the predicted

product data according to the top b ratings.

r

Time Calculation of created prediction
model

( Evaluating the Model
\ (Accuracy Checking )
r’

user input /

Prediction Model Testing Data

) l
é Predicted Result
\_ ( Generic Product detection)

.

( Sorting the predicted product data
according to rating to show top 5
\_ recommendation

.

Stage 3
g )

Fig. 3.12. Last Stage
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Size of the dataset, model complexity, and hardware resources all affect how long it
takes the Light GBM model to forecast. The efficient Light GBM algorithm usually pro-
duces quick predictions, even for big datasets. Prediction speed depends on a number
of factors, including available processing power and feature count. Prediction time can
be precisely estimated with the use of empirical measurement on representative data.
Greater computation time may be needed for larger datasets or more complicated mod-
els, even while simpler models and smaller datasets produce predictions almost instantly.
Although not perfect, Light GBM's effectiveness allows for quick prediction creation,
which aids in well-informed decision-making and boosts operational effectiveness across

a range of fields.

Time Calculation of created
prediction model

Fig. 3.13. Time Calculation

Model evaluation for accuracy assesses the predictive rformance of a machine learning
model by comﬁing its predictions to the actual outcomes in the test dataset. The ac-
curacy metric measures the proportion of correctly predicted instances out of the total
number of instances. It provides a simple and intuitive assessment of the model’s overall

correctness.

During evaluation, %ﬂ: test dataset is fed into the trained model, and_gredictions are
generated. These predictions are then compared to the actual valuegdin the test dataset
to determine the number of correct predictions. The accuracy score is calculated as the

ratio of correct predictions to the total number of predictions.

Evaluating the Model
(Accuracy Checking)

Fig. 3.14. Evaluation

After training on a dataset, a machine learning model is gployed to make predictions
on new, unseen data. The model utilizes the patterns and relationships it learned during
training to make predictions on this new data. During this inference or prediction phase,
the algorithm applies the learned parameters and rules to the incoming data, generating

predictions or classifications.
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The performance of the model on new data depends on its %ility to generalize from
the training data to unseen instances. A well-trained model should exhibit robustness
and accuracy when presented with new data that shares similar characteristics to the

training dataset.

@:'wever, it’s important to monitor the model’s performance over time, as its effective-
ness may degrade if the underlving data distribution changes or if the model encounters
data that diverges significantly fygm its training set. Continuous monitoring, retraining,
and adaptation are essential to ensure that the model remains effective and reliable in

real-world applications.

user input /

Prediction Model .
Testing Data

Fig. 3.15, Testing

After the model predicts outcomes based on new data, it generates results that rep-
resent generic products or predictions for various scenarios. These predictions provide
insights into potential outcomes, trends, or patterns based on the input data and the
model’s learned parameters. The generic product represents a typical or generalized
prediction derived from the model’s understanding of the data. These predictions can
inform decision-making processes, resource allocation, and strategic planning in diverse
domains such as marketing, finance, healthcare, and more. By leveraging predictive
insights, organizations can optimize operations, mitigate risks, and capitalize on oppor-

tunities in their respective industries.

Predicted Result
( Generic Product detection)

Fig. 3.16. Result Prediction
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After processing new data, the model utilizes its learned patterns to detect generic
product instances. These instances represent typical examples based on the model’s
understanding of the input data. Following this, the model proceeds to recommend
products by sorting the predicted product data based on the top 5 ratings. This rec-
ommendation process leverages the model’s predictive capabilities to identity products

likely to perform well according to predefined criteria.

Sorting the predicted product data based on ratings ensures that the most promising
products are presented first, streamlining decision-making processes for users or stake-
holders. By prioritizing products with high ratings, the recommendation system guides
users towards items that align closely with their preferences, needs, or business objec-

tives.

This approach not only enhances user experience by providing tailored recommendations
but also maximizes the likelihood of user satisfaction and engagement. Furthermore, it
optimizes resource allocation and revenue generation by promoting products with the

highest potential for success.

In essence, leveraging predictive modeling and recommendation systems enables orga-
nizations to capitalize on data-driven insights, enhance customer satisfaction, and drive

business growth in competitive markets.

Sorting the predicted product data
according to rating to show top 5
recommendation

Fig. 3.17. Sorting predicted data
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Loading Raw Dataset

<

Preprocessing Data

Frocessed Dataset
Random Sample Selection
{100k, 500k, 1 million)

L Stages ) q Suser ) L Stago 3

Transforming Column
(Categorical Data)

Applying
LightGBM Classifier
Mgorithm

Predicted Result
{ Generic Product detection)

orect Model Sorting the predicted product data
rediction Mode according to rating to show top 5

recommendation

Fig. 3.18. Complete Architecture of the working

In this comprehensive study, we meticulously curated two expansive datasets from Ama-
zon, spanning distinct periods - one from 2019 and another post-2020, chosen for their
direct relevance to our research focus. The preprocessing phase was a critical step,
involving meticulous feature selection and the removal of null data, culminating in a
robust dataset comprising approximately 14 million entries. To facilitate effective al-
gorithm testing, random samples were extracted, comprising 100k, 500k, and 1 million
records, providing a nuanced understanding of the model’s performance under varied

data sizes.

The subsequent stage involved the ipiricate handling of categorical data, seamlessly
transitioning into the division of the %aset into training and test sets. In the initial
phase of the third stage, the time taken for model creation was meticulously calculated,
shedding light on the algorithm'’s efficiency. The evaluation process was equally rigorous,
focusing on testing the model’s accuracy using dedicated test data. As a culmination of
our efforts, the algorithm demonstrated its prowess by leveraging newly acquired data to
generate recommendations based on learned patterns. This multifaceted approach not
only highlights the robustness of our methodology but also underscores the algorithm’s
practical utility in providing accurate and insightful recommendations in real-world E-

cominerce scenarios.
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3.4 Mathematical Expression:

3.4.1 gradient—based One Side Sampling Technique for Light GBM:

The GOSS (@adient-based One-Side Sampling) technique enhances gradient boosting

by efficiently handling large datasets during each iteration.

Input:

I: training data

d: number of iterations

a: sampling ratio of large gradient data

b: sampling ratio of small gradient data

loss: loss function

L: weak learner

Models <- {} # a list of weak models

fact <- (1-a)/b

topN <- a * len(l) # number of top samples to be included
randN <- b * len(l) # number of random samples to be included

fori=1tod do:
preds <- Models.predict(l)
g <- loss(l, preds)
w<-{1, 1, ...} # initialize sample weights
sorted <- GetSortedindices(abs(g))
topSet <- sorted[1:topN]
randSet <- RandomPick(sorted[topN:len(l)], randN)
usedSet <- topSet + randSet # combine the top and random samples
wlrandSet] <- wrandSet] * fact # assign weight to the small gradient data
newModel <- L(l[usedSet], g[usedSet], w[usedSet]) # train a new model on the used samples
Models.append(newModel) # add the new model to the model list

Fig. 3.19. Algorithm for GOSS

In GOSS, the training set is initially sorted based on the absolute values of the negative
gradients relative to the loss function. The top-a x 100 percent instances with the
highest gradients form subset A, while the remaining instances (1 - a) x 100 percent

form subset Ac. For Ac, a random subset B is sampled, sized b x —Ac—.

Instances are then divided based on estimated variance gain at vector Vj (d) over subset
A B. This approach ensures that instances with the most significant gradients contribute
more to the model's learning process, while still allowing contributions from less influ-
ential instances through random sampling. By prioritizing high-gradient instances and
efficiently sampling the remaining data, GOSS optimizes the training process, improving
the gradient boosting algorithm’s performance on large datasets.

1 (Z.r,-c-.:n g9i + % Z;:;Hi, 9:)° + (Z;:-.c.-t, 9i + IT E;-,c B, Ji )2)

Vi(d) = - .
i(d) =2 n (d) nl(d)
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where EIE coefficient (1-a)/b is used to normalize the sum of the gradients over B back
to the size of Ac

( A ={x;€ A:x; <d}
A, ={z;€ A:x;; > d}
By ={z; € B:x; <d}
B, ={x, € B:x;; >d}

n.f(d] =Y I(z; € (A, U By))

ni(d) = S (zi € (4, U B,)

\

3.4.2 Exclusive Feature Bundling Technique for Light GBM

Exclusive Feature Bundles (EFBs) can be created in high-dimensional data because spar-

sity—the occurrence of several features infrequently occurring together—is a prevalent
phenomena. Significantly lowering the complexity of the feature space, these bundles
aggregate mutuallyﬁcompatible features. The intricacy of creating a histogram thus
changes from heing proportional to the number of data points multiglied by the number
of original features (O(data x feature)) to being proportional to@j number of data
points multiplied by the number of bundles (O(data x bundle)), where the bundle is
significantly smaller than the number of original features. Without sacrificing accuracy,
this reduction in complexity speeds up the training framework. The framework is an
effective method for handling high-dimensional data sets because it has special char-

acteristics that minimize processing while effectively capturing important information.

Input:

numData: the number of data points in the dataset

F: a bundle of exclusive features

Qutput:

newBin: a new feature vector obtained from bundling the input features in F

binRanges: a list of bin ranges used to map the original feature values to the new feature
values

Algorithm:

Initialize binRanges as [0], and totalBin as 0.

For each feature f in F, add f.numBin to totalBin and append the result to binRanges.
Create a new empty feature vector newBin with numData elements.

For each data point i in the dataset:

a. Initialize newBin[i] to 0.

b. For each feature j in F:

i. If F[j].bin[i] is not equal to 0, add F[j].bin[i] and binRanges|j] to newBin[i].

Return newBin and binRanges as the output.

Fig. 3.20. Algorithm for Exclusive Feature Bundling Technique
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Data Analysis

4.1 Data-Collection

taset-1
we use the E-Commerce behavior data from multi category store from REES46 Market-
ing Platform as our dataset. We define our own goal and filter the dataset accordingly.
e Data duration: October 2019 — February 2020

Dataset—1 link:
[27]https://wuw.kaggle .com/datasets/dschettler8845/recsys-2020-ecommerce-dataset

taset-2

ﬁs file contains behavior data for a one month (October 2019) from a large multi-
category online store, collected by Open CDP project. Each row in the file represents
an event. All events are related to products and users. There are different tvpes of
events. Reason to choose both of these datasets:

These datasets contain all the necessary data as columns we are seeking for our re-
search. Besides this dataset is versatile with a lot of unique product and category type
data which will be best for our algorithm (Light GBM). Again large dataset is also part
of our goal as online shopping is gaining huge demand as days go hy. These datasets
provide millions of data thus getting larger datasets to work fit perfectly with our goal.

Dataset -2 link:

[28]h1:tps ://wuu.kaggle .com/code/danofer/ecommerce-store-predict-purchases-data-prep/

output

48
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4.2 Data-Attributes:

Dataset-1:

Lhe following features are present in our Raw dataset.

event-time, event-type, product-id, brand, price, user-id, user-session, target, cat-0, cat-
1, cat-2, cat-3, timestamp, ts-hour, ts-minute, ts-weekday, ts-day, ts-month, ts-vear

unique value in each column:

lumn unique value
event_time | 5909789
event_type 2
product_id | 164453

brand 4638
price 71591
user_id 2547058
user_session | 7279439
target 2

cat_0 14

cat_1 61

cat_2 91

cat_3 2
timestamp | 5909789
ts_hour 24
ts_minute 60

ts weekday | 7

ts_day 31
ts_month )
ts_year :

TapLe 4.1: Attributes of Dataset_1

With a vast repository of over 11 million product data points spanning five months, our
dataset from a multi-category online store provides a robust foundation for comprehen-
sive testing of diverse machine learning techniques, benchmarked against the formidable
Light GBM approach. The dataset’s magnitude is instrumental, enabling a thorough
ex- ploration of methodologies and facilitating meaningful comparisons. Particularly
crucial are specific columns like "event type,” "brand,” "cat 0,” "eat 1,” and "cat 2"
essential for handling categorical data and forming the backbone of our research. The
abundance of data not only empowers rigorous analysis but also allows for efficient
data curation by swiftly eliminating irrelevant or blank entries. This large-scale dataset
becomes a valuable asset, snring a holistic examination of machine learning models,
with a focus on Light GBM, to derive meaningful insights and optimize recommendations

in the dynamic landscape of the multi-category online store.
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Dataset-2:
The following features are present in our Raw dataset.
eventatvpe, product-id ,category-id, category-code, brand, price, user-id, category-level-

1, category-level-2, category-level-3 unique value in each column:

umn unique value
event_time 2621538
event_type 3
product_id 166794
category_id 624
category_code 126
brand 3444
price 65298
user_id 3022290
user_session 9244422
category_code levell | 13
user_category 7763898

TabLE 4.2: Attributes of Dataset_2

This dataset has a month of dataﬁn a multi-category online store with more than
42 million data from different products. We selected this dataset as it has all of those
simnilar attributes to dataset 1. There are also some specific columns such as ‘event_type’,
‘brand’, and ’categorv_code’ which are crucial for categorical data as these will play
significant roles in our research. Further, we can make new attributes from the column
‘categoriyv_code’ which will make it similar to our dataset 1.

Moreover, a huge dataset will provide us with enough data even after data prepossessing
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4.3 Dataset-Properties

Dataset-1:

Range Index: 11495242 entries, 0 to 11495241

Data columns (total 19 columns):

Index | Column Data Type
0 event_time | object

1 event_type object

2 product_id | object

3 brand ohject

4 price object

5 user_id object

6 user_session | object

i target int64

8 cat_( object

9 cat_1 object

10 cat_2 object

11 cat_3 object

12 timestamp | datetime64[ns]
13 ts_hour intl6

14 ts_minute intl6

15 ts_weekday | intl6

16 ts_day intl6

17 ts_month int16

18 ts_year intl6

TAaBLE 4.3: Properties of Dataset
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Dataset -2:

Range index: 42448764 entries, 0 to 42448763

Data columns (total 11 columns):

Index | Column Data Type
0 event_time object
1 event_type object
2 product_id int64

3 category_id int64

4 category_code ohject
5 brand ohject
G price Hoat64
7 user_id int64
8 user_session int64
9 category_code_levell | object
10 user_category int64

TaBLE 4.4: Properties of Dataset




Fig. 4.1. Digitized Raw Dataset_1 Samples
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4.4 Representation-of-Scanned-Raw-Dataset:
Dataset-1:
index 'e\rent_ume event_type product id lbrand [price 'user_ld user_session target cat 0
02019-11-01 00:00:14 UTC cart 1005014 samsung | 50309 533326659 6b928be2-2hce-4640-5296-Defdf2ida22e O electronics -
12019-11-01 00:03:39 UTC cart 1005115 apple 949.47 565865924 fd4bd6d4-bd14-4fdc-9aff-bd41a594f82e 0 electronics
22019-11-01 00:05:54 UTC cart 1002542 apple 486.8 549256216 dcbdcbed-cd43-dees- 95568513618 Oelectranics
32019-11-01 00:07:22 UTC cart 1002542 apple 486.8 549756216 dchdcbed-Ci49 4eeB-95c5-695(3c6180  Oelectionics
42019-11-01 00:10:45 UTC cart 4804056 apple 160.57 522355747 0alf37d1-71b7-4645-a8a7-ah91bc198ak 0 electronics
52019-11-01 00:13:40 UTC cart 1004873 samsung | 362.29 563558500 £072906c-eale-4b0-9066-6667770084%  Oelectronics -
62019-11-01 00:14:09 UTC cart 1004856 samsung | 12B.42 513645631 Bcocf28f-136d-4941-9005-755becDaddcy 0 electronics
72019-11-01 00:14:23 UTC cart 1004856 samsung | 178,42 55783991540304779-5050-4400-8325-cab689(3556  Oelectranics
82019-11-01 00:15:23 UTC cart 1005115 apple 949.47 561713177 821(7970-914 4108-a440-docba4e9625* O electronics
92019-11-01 00:15:46 UTC cart 1005116 apple 1013.86 513852314 89294 3dc-aacd-44d48-94ef-h?bcbc0d62a 0 electronics
102019-11-01 00:15:56 UTC cart 1005116apple | 1013.86 513852314 892943dc-aacd-4408-94ef-h2bchc0062  Oelectranics -
112019-11-01 00:20:25 UTC cart 1004870 samsung | 275.25 563626542 ebe2cb92-9103-4ebb-a68e-22103766elx 0 electronics
122019-11-01 00:20:45 UTC cart 1004870 samsung | 275.25| 563626542 e6e2ch32-9103-46b-a68e-62103766e  Oelectronics
132019-11-01 00:24:48 UTC cart 4804295 xiaomi 22.8 550508533 {f120095-(245-43a4-8001-329283095128 O electranics
14 2019-11-01 00:2%12 UTC cart 4804295 xiaomi 22.8 550508533 f30096-d345-43a4-8001-329283095138 0 electronics
152019-11-01 00:30:05 UTC cart 1002633 apple 358.31 557994805 b3bbiBe2-1995-4482-aceb-2a56954060% D elecironics -
162019-11-01 00:30:35 UTC cart 1004856 samsung |~ 128.42 512800858 ddblab7a-7667-4f79-a5dc-b5ed461eber 0 electronics
172019-11-01 00:31:35 UTC cart 1801861 samsung | 486.8 566283686 77137016-68e-4584-51b3-005a8c 0866 Oelectranics
182019-11-01 00:33:37 UTC cart 1201471 samsung | 469.84 547694248 ad311016-29a7-4d6a-de3-d042016192¢  Oelectronics
19 2019-11-01 00:35%:55 UTC cart 1004767 samsung | 242.63 532542999 535c35b6-269b-433d-a7ci-47158757ack 0 electronics
202019-11-01 00:26:06 UTC cart 1005081 xiaomi | 18112 550179524 831496c7-98d3-4571-9386-661a9206i04 O electronics -
21 2019-11-01 00:36:18 UTC cart 1005160 x1aomi 212.08 512861616 7Be5556e-d5e0-4dal-BofB-82038349613> 0 electronics
222019-11-01 00:37:30 UTC cart 12711761 NA 26,63 519011628 7ccasc2a-dabe-4iSf-bcad-4e50abi2e185  ONA
232019-11-01 00:38:11 UTC cart 1004741 xiaomi | 189,97 515228387 5c237018-c 1994091 083C-967efB027c™  Oelectranics
24 2019-11-01 00:3%:24 UTC cart 4100151 sony 3B62.94 521793571 4daal 2d3-bc15-4f01-8062-6e69606a63> OMNA

cat_1 cat_2

smartphone NA NA
smartphone NA NA
smartphone NA NA
smartphone NA NA
audio headphone NA
smartphone NA NA
smartphone NA NA
smartphone NA NA
smartphone NA NA
smartphone NA NA
smartphone NA NA
smartphone NA NA
smartphone NA NA
audio headphone NA
audio headphone NA
smartphone NA NA
smartphone NA NA
video v NA
tablet NA NA
smartphone NA NA
smartphone NA NA
smartphone NA NA
NA NA NA
smartphone NA NA
NA NA NA

cat_3 timestamp

2019-11-01 00:00:14
2019-11-01 00:03:39
2019-11-01 00:05:54
2019-11-01 00:07:22
2019-11-01 00:10:45
2019-11-01 00:13:40
2019-11-01 00:14:09
2019-11-01 00:14:23
2019-11-01 00:15:23
2019-11-01 00:15:46
2019-11-01 00:15:56
2019-11-01 00:20:25
2019-11-01 00:20:49
2019-11-01 00:24:48
2019-11-01 00:25:12
2019-11-01 00:30:05
2019-11-01 00:30:35
2019-11-01 00:31:35
2019-11-01 00:33:37
2019-11-01 00:35:55
2019-11-01 00:36:06
2019-11-01 00:36:18
2019-11-01 00:37:30
2019-11-01 00:38:11
2019-11-01 00:39:24

ts_hour ‘Is_minute Ils_weekday ts_day Ils_momh Ils _yearl
11
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Fig. 4.2. Continuation of 4.1
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Dataset-2:

index event_time event_type product_id category_id categaory_code brand  price  user_id wser_session category_code_levell user_category
020159-10-01 DO:0G00 view 12771 417 NaM shisesdo 3573 B4BB T40G MalN 4395863
12019-10-01 00:00:00 view 12158 3 apphances. environment.water_heater agua 332 11658 9465 apphances 5810260
22019-10-01 DO:00:01 view 4977 167 furniture. living_room.sofa MaN 5431 4771 5560 furniture: 2444330
22019-10-01 DO:00:01 view 3010 153 computers.notebook: lenovo 25174 10343 8014 computers 5310685
42019-10-01 00:00:04 view 248 84 electronics.smartphone apple 108198 7662 12763 electronics 3952141
52019-10-01 00:00:05 view 4049 197 computers.deskiop pulser 908.62 702 835 computers 303397
62019-10-01 D0:00:08 view 5064 2% NaN creed 38096 12234 5157 MaN 5B93543
T2019-10-01 D0:00:08 view 10820 126 NaN luminarc 4116 10552 6372 NaN 5400657
£2019-10-01 00:00:10 view 10267 287 apparel shoes keds. baden 10271 5202 11085 apparel 2680854
92019-10-01 00:00:11 wiew 346 84 electronics. smartphone huanwes 56601 7966 4133 electronics 4117011
102019-10-01 00:00:11 view 10376 &4 appliances kitchen microwave elenberg 51.46 11908 11696 applances 5859435
112019-10-01 00:00:11 view 560 84 electronics.smartphone samsung  900.64 6848 5202 electronics 3550446
12 2019-10-01 00:00:13 view 12147 3 apphances.environment.water_heater haier 10238 12220 5812 apphances 5893437
132019-10-01 00:00:15 wiew 12771 417 MaM shisesdo 3579 B4EE 7406 Mah 4395853
142019-10-01 00:00:16 view 3612 105 furniture. bedroom. bed brw 93.18 12225 8159 fumiture 5893478
152019-10-01 00:00:17 view woTT 212 MNaN MaN 35779 1741 1515MaN B16362
16 2019-10-01 00:00-18 view 5680 52 electronics.video.tv haier 193.03 7854 14629 elecironics 4055841
172019-10-01 00:00:18 view 837 &% appliances kitchen mixer bosch 58.95 4945 5233 applances 2548563
182019-10-01 00:00:1% view 2921 153 computers.notebook hp 580,83 10343 &014 computers 5310685
192019-10-01 00:00:19 view b6 84 electronics. smartphone apple 174779 7662 12763 electronics 3952141
202019-10-01 D0:00:20 view 56 84 electronics. smarphone apple 588,77 12226 T126 electronics 5E93496.
212019-10-01 00:06:20 view 13311 50 electronics. audio. headphone bl 3321 12216 B354 electronics 5892935
222013-10-01 D0:00222 view 2069 197 compuiters.deskiop pulser 921.49 o2 835 computers J3FT
232019-10-01 D0:00:23 view 406 B4 electronics. smarnphone Xiaomi 197,55 4950 9802 electronics 2549307
24 2019-10-01 00:00:23 view 14500 2 apphances environment.air_heater  mudea 4762 8064 8060 apphances 4175054

Fig. 4.3. Digitized Raw Dataset_2 Samples

4.5 Data-Pre-Processing;:

Dataset-1:

step 1:

removing unnecessary columns 'ts-weekday’, target’, 'user-session’, 'event-time’,'cat-3’,'timestamp’, 'ts-
hour’,’ts-minute’, ts-day’, ts-month’, ts-year’

step 2:

removed ‘NA’ from dataset according to columns ‘cat-2' and ‘brand’

step 3:

removing some specific product form the column “cat-2" (’sound-card’, 'soldering’,
‘bench’, 'axe’, 'dictaphone’, 'frver’, ’camera’, 'parktronic’, ‘shelving’, 'screw’, 'steam-
cooker’, "toilet’, 'pillow’, "anti-freeze’, 'fan’) because these only oceurs less the 1000 time
in the whole data set as these might not trained properly.

Step 4:

removed all duplicated rows from the whole dataset.

Fig. 4.4. Null Data Count For Each Column
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Step 5:
transforming columns which are not integer or float type into category type. Such

columns are “event-type”, “brand”, “cat-0", “cat-1", “cat-2"
Dataset-1 after prepossessing:

Int64Index: 39838623 entries, 0 to 3988622

Data columns (total & columns):

# | Column Non-Null Count | Data Type
0 | event_type | 3988623 non-null | category

1 | product_id | 3988623 non-null | intG4

2 | brand 3988623 non-null | category

3 | price 3988623 non-null | float64

4 | user_id 3988623 non-null | int64

5 | cat0 3988623 non-null | category

6 | cat_1 3988623 non-null | category

7 | cat2 3988623 non-null | category

TaBLE 4.5: Preprocessed Dataset_1

Dataset-2:
step 1:

removed unnecessary columns event-time, category-id, user-session, user-category, category-

code-level 1

step 2:

Making 3 new columns from “category-code” which are “category-level-17, “Category-
level-2", “Category-level-3"

step 3:

removed “category-code” columns as well

step 4:

removed some specific product form the column “category-level-3" (hammock, step-ins,
anti-freeze, bench, soldering, slipons, camera, ballet-shoes, fan, padrilles, sandals, winch,
bath)

because these only occurs less the 1000 time in the whole data set as these might not
trained properly.

Step 5:

removed all the duplicate data row wise.
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Step 6:

removing all the Null value row wise according to columns “category-level-3” as this

columns is our target for multi-class classification

Step T:

transforming columns which are not integer or float type into category type.

Fig. 4.5. Null Data Count For Each Column

Such

columns are “event-type”, “brand”, “category-level-17, “category-level-2", “category-

level-3”

Dataset 2 after pr

ssessing:

Int64Index: 1297178 entries, 0 to 1297177

Data columns (total 8 columns):

# | Column Non-Null Count | Data Type
0 | event_type 1297178 non-null | category

1 | product_id 1297178 non-null | int64

2 | brand 1297178 non-null | category

3 | price 1297178 non-null | float64

4 | user_id 1297178 non-null | int64

5 | categorylevel 1 | 1297178 non-null | category

6 | category_level 2 | 1297178 non-null | category

7 | category_level 3 | 1297178 non-null | category

TaBLE 4.6: Preprocessed Dataset_2
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4.6 Encoding Categorical Variables:

Categorical variables must be transformed into numerical representations since machine
learning models typically require mumerical inputs. By ensuring that the model's cri-
teria and the data are compatible, this technique makes it possible to use categorical

information effectively in the learning process.

Label Encoding:

We gave distinct integer labels to each category in ordinal categorical data, taking into
acconnt the intrinsic order of the categories. To prevent introducing erroneous associa-
tions between categories, we were careful not to use this technique to nominal categorical

data.The label encoding was only done for XGBoost ,Random Forest and SVM.

4.7 Data Standardization

Standardization:Alternatively, we transformed the data into a standardized form th
a mean of 0 and a standard deviation of 1. This standardization method works well for
algorithms that are sensitive to different feature scales, especially gradient-based algo-
rithms. By guarantecing a uniform scale throughout the features, it promotes better

learning outcomes and convergence. This was only done for SVM due to it incapability.

4.8 Tools

1. Python 3.10
2. Google Colaboratory

3. Google sheet
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Results and Discussions

5.1 Dataset-1

5.1.1 For 100k Data :-

Algorithm Data Count
LightGBM
XGBoost

Random Forest LLEODE

SVM

Accuracy
0.9487333333333333
0.9389333333333333
0.8443333333333333

62.23791313171387
875.308699131012
15.697554111480713

0.5244666666666666

186.7897274494171

TaBLE 5.1: Results For 100k

5.1.2 For 500k Data :-

Algorithm Data Count

Light GBM
XGBoost

Random Forest LLITEY

SVM

Aceuracy
0.97498

333.89465069770813

0.97402 3178.82821559906
0.8212533333333333 | 75.31936502456665
Incomprehensible

TABLE 5.2: Results For 500k

5.1.3 For 1 million Data:-

Algorithm Data Count
Light GBM

XGBoost 1000000

Random Forest
SVM

Accuracy
0.9794766666666667
Incomprehensible

648.1630439758301

0.8211766666666667
Incomprehensible

189.8087774848938

TaBLE 5.3: Results For 1 million

58
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Chapter 5. Results And Discussions

In our rigorous analysis of Dataset-1, we conducted a meticulous examination using
subsets containing 100k, 500k, and 1 million data points. The purpose was to compre-
hensively evaluate the performance of various algorithms across varying dataset sizes,
aiming to discern their adaptability and scalability in handling different volumes of data.
Notably, Light GBM emerged as the clear frontrunner, consistently surpassing competi-

tors such as XGBoost, SVM, and Random Forest.

The key observation from our analysis was the remarkable and consistent superiority
of LightGBM across diverse dataset sizes. Regardless of whether the dataset contained
100k points or extended to a million data points, Light GBM demonstrated robust per-
formance, showcasing its versatility and scalability. This demonstrated its adeptness at
handling varying data volumes with ease, reaffirming its suitability for recommendation

systems operating in contexts where dataset sizes can vary significantly.

The findings underscored Light GBM's adaptability to different scales of data, positioning
it as a reliable and effective choice for recommendation systems in dynamic environments.
Its ability to consistently deliver superior outcomes across a spectrum of dataset sizes

enhances its appeal for diverse applications within the realm of recommendation systems.

Furthermore, Light GBM’s versatility is a crucial attribute in real-world scenarios where
datasets may evolve over time. Its consistent efficacy across varving dataset sizes ensures
that it remains a dependable solution, capable of adapting to changing data dynamics

and evolving requirements.

Overall, our analysis highlights Light GBM's prowess in handling datasets of different
scales, reaffirming its status as a preferred choice for recommendation systems. [ts
consistent performance, adaptability, and scalability make it an invaluable asset in sce-
narios where dataset sizes can vary significantly, underscoring its significance in the

ever-evolving landscape of recommendation systems.
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5.2 Dataset-2

5.2.1 For 100k Data :-

Algorithm

Light GBM
XGBoost

Random Forest LELLLY

SVM

Data Count

Accuracy
0.9317333333333333
0.9179333333333334

Time(s)
60.70483613014221
802.492728471756

0.7442333333333333
0.5244666666666666

25.996510082513428
186.7897274494171

TapLE 5.4: Results For 100k

5.2.2 For 500k Data:-

Algorithm

LightGBM
XGBoost
Random Forest

SVM

Data Count

Accuracy

5.2.3 For Data Count Of 1 million :-

0.9737933333333333 | 303.00841069221497
500000 09712 3765.232586145401
0.7333266666666667 | 123.52909135818481
Incomprehensible
TABLE 5.5: Results For 500k
' Data Count  Accuracy ~ Time(s)

Algorithm
LightGBM
XGBoost

Random Forest
SVM

1000000

0.98085

600.7675633430481

Incomprehensible
0.73717

227.8387496471405

Incomprehensible

In our concurrent evaluation of an additional dataset, we adopted a balanced approach
by giving equal weight to both time and performance parameters. The aim was to com-
prehensively assess the effectiveness of different methods in handling various datasets. In

this evaluation, Light GBM emerged as a standout performer, outperforming competitors

TaBLE 5.6: For 1 million

such as XGBoost, Random Forest, and SVM.




Chapter 5. Results And Discussions 61

Light GBM stands out in the realm of machine learning algorithms due to its remarkable
balance between speed and efficiency. Unlike many other algorithms, LightGBM not
only achieves superior performance metrics but also demonstrates agility in deriving
meaningful insights from the data it processes. Its ability to swiftly analyze vast amounts
of information and generate accurate predictions is a testament to its dominance in the
field.

Throughout our evaluation, Light GBM consistently proved its effectiveness in handling
a diverse range of datasets, showcasing its versatility and adaptability across various
scenarios. Its capacity to derive actionable insights quickly and consistently deliver
exceptional performance solidified its position as the top-performing algorithm in our

analysis.

In recommendation systems, where responsiveness and accuracy are paramount, Light-
GBM truly shines. Its efficiency in processing large volumes of data and its ability to
provide timely and relevant recommendations make it an invaluable asset in the do-
main. Whether dealing with real-time user interactions or analyzing historical data,

Light GBM’s capabilities remain unmatched.

Our careful analysis underscores LightGBM's exceptional performance and efficiency
across a spectrum of datasets in the recommendation systems domain. Its dominance
over other algorithms in terms of both speed and effectiveness reinforces its significance as
the preferred choice for data-driven decision-making processes. Light GBM’s reputation
as a leading algorithm in the field of machine learning is further solidified by its ability
to consistently outperform its counterparts and deliver actionable insights that drive

business success.

In conclusion, LightGBM's remarkable balance of speed, efficiency, and effectiveness
positions it as a formidable tool for data scientists and practitioners across various
industries. Its ability to handle complex data scenarios and provide accurate predictions
makes it a cornerstone in the development of cutting-edge recommendation systems and

underscores its pivotal role in advancing the field of machine learning,.
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5.3 Discussion :-

In our comprehensive evaluation of various algorithms, including XGBoost, SVM, and
Random Forest, Light GBM emerged as the standout performer, showcasing unparalleled
advantages in terms of both time efficiency and performance. The results unequivocally
demonstrated that Light GBM excelled in striking the perfect balance between these two

critical factors, positioning it as the superior choice among the considered algorithms.

One key metric where LightGBM outshone its counterparts was time efficiency. The
algorithm’s leaf-wise tree growth strategy, coupled with its gradient-based optimization
approach, allowed it to process data swiftly, significantly reducing the time required for
model building. This is particularly crucial in the fast-paced landscape of e-commerce,

where real-time responsiveness is paramount.

Simultaneously, Light GBM demonstrated exceptional performance, surpassing the bench-
marks set by XGBoost, SVM, and Random Forest. % ability to handle high-dimensional
data and discern intricate patterns enabled it to generate more accurate and relevant
recommendations. This not only enhances the user experience by providing timely and
personalized suggestions but also contributes to the overall effectiveness of the recom-

mendation system in driving user engagement and satisfaction.

The synergy of time efficiency and superior performance positions Light GBM as the
algorithm of choice for recommendation systems. [ts prowess in navigating the trade-off
between speed and effectiveness not only optimizes computational resources but also
ensures that users receive highly tailored recommendations in a timely manner, thereby
reinforcing its status as a beacon of excellence in the landscape of recommendation

algorithms.
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5.4 Feature Importance:

In this subsection, the importance of different features is highlighted based on their
respective amounts. Notably, event_type demonstrated the highest significance with a
value of 28963. Following closely, brand maintained its importance with an amount of
10340. Subsequently, product_id held a significance of 7709, while price followed with
5293. Moving forward, category_level 2 and category_level_1 showed importance with

values of 4879 and 1050, respectively.

Feature importance

event_type U 3563

brand 110340

product_id {7709

Features

Price J—2 93

category_leve| 2 {e======4879

category_level_1 4=1050

T T T T T T
0 5000 10000 15000 20000 25000 30000
Feature importance

Fig. 5.1. Feature Importance
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5.5 FError Rate Visualiztion:

The validated results in the multi_logloss showed a little discrepancy between the tested
and validated results in the first dataset analysis. This convergence demonstrates the
stability and dependability of the used approach, which includes LightGBM. The cor-
rectness and efficacy of the algorithm in providing dependable recommendations is high-
lighted by the consistency observed between the outcomes of validation and testing. A
low variation of this kind indicates that the algorithms are able to perform well in all
parts of the evaluation, which gives confidence about their dependability and applica-

bility in the field of recommendation systems for a variety of datasets.

Metric during training

2.5 1 —— training
—— valid 0

2.0 1

multi_logloss
1=
(5]
1

E
o
1

0.5 4

0 20 40 60 80 100
lterations

Fig. 5.2. Multi Logloss of dataset_1
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Compared to the initial dataset, the subsequent dataset demonstrated a significant
decrease in the margin of error between the results of tests and validations in the
multi_logloss. LightGBM's outstanding performance and time efficiency are firmly reaf-
firmed by this significant convergence. The reduced difference highlights the algorithm’s
increased accuracy in making recommendations. A decrease in margin like this validates
Light GBM's dependability on a variety of datasets Qﬁ highlights its practical applica-
tion. By demonstrating Light GBM's constant and improved performance in terms of
accuracy and time efficiency for a variety of datasets, this result strengthens trust in

Light GBM as a recommendation system solution.

Metric during training

—— fraining
—— valid_0

3.5

multi_logloss

1.0 1

T T T T

0 20 40 60 80 100
lterations

Fig. 5.3. Multi Logloss of dataset_2
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5.6 Recommendation-Checking:

Dataset-1
Input:
event_type | product_id | brand | price user_id cat_0 cat_1
cart 1801975 lg 963.01 | 549156314 | electronics | video
TABLE 5.7: Input
Qutput:

Predictions: [tv]
Actual output "tv”

Recommendation :

eventtype | productid | brand price userid categoryl | category2 | rating
cart 100132465 | kenwood | 79.8 560729132 | electronics | video 4.999396
cart 100124717 | swat 30.89 515661766 | electronics | video 4.999005
purchase | 100124671 | mydean | 128.7 | 562840708 | electronics | video 4.999003
cart 100119266 | swat G9.5 568806204 | electronics | video 4998730
cart 100119255 | swat 126.13 | 570810868 | electronics | video 4998730
TABLE 5.8: Recommendation For Dataset_1
In Dataset 1, the validation mechanism ﬁys a pivotal role in evaluating the acguracy

and reliability of predictions made by the model. The input section of the dataset serves
as the basis for testing the model’s predictive capabilities, while the output section
reveals the predicted outcome, which is compared against the expected validation result.
In this particular instance, both the predicted and validated outcomes classify the input
as "TV,” indicating a harmonious alignment between the model's prediction and the

expected classification.

This confirmation holds significant importance as it serves as a critical checkpoint in
assessing the model’s performance and its ability to accurately categorize input data.
The agreement between the predicted result and the validated outcome underscores the
model’s reliability and effectiveness in recognizing and classifying the specified target —

in this case, the classification of the input as "TV.”
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The validation step not only validates the model’s efficacy but also instills confidence
in its predictive abilities, reinforcing its capability to yield meaningful and reliable pre-
dictions in real-world scenarios. By demonstrating consistency between the predicted
and validated outcomes, the model establishes its credibility and enhances its utility in

practical applications.

(]
Moreover, the validation process provides insights into the model's generalization ability
and its capacity to perform accurately across different datasets and scenarios. This
robust validation framework ensures that the model remains dependable and resilient,

even when confronted with varying data inputs and complex classification tasks.

Overall, the alignment between the predicted result and the validated outcome in Dataset
1 serves as a testament to the model’s proficiency and underscores its potential to deliver

valuable insights and informed decisions in real-world settings.
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Dataset-2
Input:

event_type | product_id | brand | price | userdid | category_level 1 | category_level 2

view 11530 midea | 99.07 | 758782 | appliances kitchen

TABLE 5.9: Input

Output:
Predictions: [light’]
Actual output:light

Recommendation :

eventtype | productid | brand price userid categorylevell | categorylevel2 | rating

purchase | 162624 comfee 108.09 | 2937791 | appliances kitchen 4.934849
cart 81723 samsung | 373.21 | 1709656 | appliances kitchen 2.479896
purchase | 52318 willmark | 143.24 | 1897089 | appliances kitchen 1.587597
purchase | 33474 lg 335.82 | 445374 | appliances kitchen 1.015773
cart 11621 beko 180.16 | 355335 | appliances kitchen 0.352641

TabLE 5.10: Recommendation For Dataset_2

In Dataset 2, the utilization of input data for validation purposes ensures the aceuracy
and reliability of predictions made by the model. The output section of the dataset
clearly demonstrates a seamless alignment hetween the model’s prediction and the vali-
dated outcome, both of which accurately identify the item as a "light.” This congruence
signifies the model’s exceptional ability to correctly categorize the provided input, in-

stilling a high degree of confidence in its predictive capabilities.

The validation process in Dataset 2 serves as a critical checkpoint in evaluating the
model’s performance and validating its consistency in delivering precise results across
a spectrum of inputs. The successful correspondence between the predicted and val-
idated classifications not only reaffirms the model’s reliability but also emphasizes its

effectiveness in recognizing and categorizing diverse data inputs.

This validation reinforces the model’s practical applicability in scenarios where precise
predictions are paramount. The model's adeptness in consistently delivering accurate
results underscores its reliability and underscores its potential to inform decision-making

processes in real-world settings.
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Moreover, the alignment hetween the predicted and validated outcomes in Dataset 2
highlights the robustness of the model’s predictive framework. It demonstrates the
model’s adaptability to different input scenarios and showeases its capacity to maintain

accuracy across varied datasets.

The successful validation process in Dataset 2 not only validates the model’s capabilities
but also strengthens its credibility as a reliable predictive tool. It serves as a testament
to the model’s proficiency in delivering meaningful insights and informed decisions, re-

inforcing its practical utility in diverse domains.

Overall, Dataset 2's validation process underscores the model’s reliability, effectiveness,
and practical applicability in scenarios where precise predictions are indispensable. It
accentuates the model’s ability to navigate complexities and deliver valuable outcomes,

positioning it as a valuable asset in data-driven decision-making processes.
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5.7 Comparison with the previous work:

7. Shahbazi and Y .-C. Byun had used XGBoost, Random Forest and Support Vector
Machine for a recommendation system.Below there is a two table side by side featuring

our work and the previous. [21]

Algorithm Accuracy
Light GBM 94.95%
XGBoost 93.89%

EENGONRIOESE  84.43333333333333%
SVM 52.44666666666666%

rithm ‘ Accuracy

XGDBoost:

Random Forest

TaBLE 5.11: Previous Work
TapLe 5.12: OQur Result for 100k

The comparison between the resnlts obtained by Z. Shahbazi and Y.-C. Byun and those
of our study reveals intriguing differences, particularly in the selection and performance
of supervised learning algorithms. While Shahbazi and Byun utilized XGBoost as their
primary method and achieved an accuracy of 89.6%, our experimentation with XGBoost
vielded a higher accuracy of 93.72%. However, the pivotal moment in our research
occurred when Light GBM emerged as the focal point, delivering exceptional performance

with an accuracy of 94.95%.

The comparison highlights the efficacy of Light GBM as a superior algorithm for our
study. Both sets of results demonstrate a consistent upward trend across SVM, Ran-

dom Forest, XGBoost, and LightGBM. However, it is LightGBM that stands out by

showcasing a significant improvement in outcomes compared to its counterparts.

The superiority of LightGBM can be attributed to several factors. Firstly, LightGBM
harnesses gradient boosting techniques, which sequentially enhance weak learners to con-
struct powerful ensemble models. This approach enables LightGBM to effectively cap-
ture complex patterns within the data, leading to higher predictive accuracy. Addition-
ally, Light GBM's optimization of memory utilization and parallel computing capabilities

contribute to its exceptional performance, especially when handling large datasets.

Furthermore, the success of Light GBM underscores the importance of algorithm se-
lection in machine learning applications. While XGBoost has been widely utilized and
recognized for its effectiveness, our findings suggest that Light GBM surpasses it in terms
of accuracy and performance. This highlights the need for researchers and practitioners
to explore alternative algorithms and evaluate their suitability for specific tasks and

datasets.

The steady linear increase in results across the evaluated algorithms reflects a systematic

exploration of different methodologies and their impact on predictive performance. It
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demonstrates the iterative nature of machine learning research, where experimentation

and analysis drive continuous improvement and refinement.

The remarkable accuracy achieved by Light GBM in our study has significant implications
for various domains, including e-commerce, finance, healthgare, and more. By leveraging
advanced machine learning techniques, organizations can extract valuable insights from

data, make informed decisions, and drive meaningful outcomes.

In conclusion, the comparison of results between our study and previous research under-
scores the importance of algorithm selection and highlights the exceptional performance
of LightGBM. Moving forward, further research into algorithmic advancements and their
application in real-world scenarios will continue to push the boundaries of machine learn-

ing and drive innovation in diverse fields.




Chapter 6

Conclusion

6.1 Contribution

There are two main areas in which this thesis contributes significantly.

e Because LightGBM can handle large datasets (many with millions of data points),
it is an important tool for modern data analysis. LightGBM shows a strong ability
to handle and examine massive datasets with effectiveness by utilizing cutting-edge
methods and effective algorithms. This ability makes it possible to glean deeper
insights from intricate data structures, giving companies the ability to see over-
looked trends, patterns, and correlations that could go unnoticed otherwise. In
order to improve decision-making, predictive modeling, and actionable intelligence
across a range of fields and sectors, Light GBM facilitates researchers’ and practi-
tioners' exploration of rich data landscapes by processing large amounts of data
fast. LightGBM is a useful tool for pursuing innovation and knowledge discovery

because of its capacity to handle the complexity of large data environments.

e Apart from its skillful manipulation of large datasets, the thesis also tackles the
widespread issue of long compilation times that come with handling large amounts
of data. The research delivers a notable reduction in compilation time by imple-
menting workflow optimizations and streamlined approaches that are specifically
designed for compilation operations. This achievement reduces the possibility of
bottlenecks and delays in data processing pipelines by optimizing the handling of
huge datasets and improving the efficiency of data analysis procedures. The the-
sis advances knowledge and methods for handling and drawing conclusions from
massive datasets by addressing this crucial component of data analytics. In the
end, these improvements highlight the thesis's influence on enhancing data han-
dling capacities and quickening the rate of information extraction in data-driven

research.
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6.2 Limitation

e Hardware constraints frequently present challenges to achieving optimal results
with datasets larger than one million entries. Findings from datasets with up
to one million items highlight the need to modify algorithms for platforms with
limited resources, which is especially clear when implementing recommendation
systems. These datasets provide useful markers of algorithmic success, despite the
limitations imposed by constrained hardware capabilities. They act as standards
for evaluating and optimizing algorithm performance, directing the creation of
more effective and scalable solutions. Researchers and practitioners can better
understand the subtle difficulties of dealing with enormous datasets by realizing
the significance of algorithmic adaptation to changing hardware restrictions. This
insight spurs breakthroughs in algorithm design and execution, bridging the gap

between hardware restrictions and practical efficiency.

e The potential benefits of utilizing a hybrid recommendation system that incorpo-
rates many algorithms may have been hidden by hardware constraints. A hybrid
technique can both reduce and possibly overcome the limitations inherent in indi-
vidual methods by integrating different algorithms. Additional investigation into
hybrid models may reveal unrealized potential for improved performance, espe-
cially in contexts with limited resources. Examining the interrelationships between
various algorithms in a hybrid framework enables the discovery of complementing
advantages and the utilization of various data features. As a result, these studies
aid in the creation of recommendation systems that are more resilient and flexi-
ble and that can produce better outcomes even in the face of limited computer
resources. It may be possible to maximize the use of available computer resources
and nncover latent efficiencies in recommendation system design hy embracing

hybridization techniques.
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6.3 Future-Work

e Hybrid techniques, which make use of a wide range of algorithms, seem to hold
great promise for recommendation systems in the future. It is possible to improve
system performance by combining the special advantages of different approaches.
The viability of studying hybrid models increases with the advancement of tech-
nology and computational resources. This research offers opportunities to improve
recomnmendation systems’ accuracy and efficiency while meeting changing user de-
mands and preferences. By embracing the flexibility and adaptability of hybrid
techniques, practitioners and academics may push the boundaries of recommenda-
tion system design and create more meaningful and personalized user experiences

across a range of applications and domains.

e Recommendation systems in online retail can be greatly improved by utilizing high-
quality hardware. Increased processing power allows algorithms to function more
reliably, analyze data more quickly, and scale more effectively. Better technology
gives algorithms more capacity to work as efficiently and accurately as possible
to provide customized product recommendations. As a result, this improvement
improves user experience overall and increases client happiness and loyalty. These
developments support current business operations and open up new avenues for
growth in the very competitive e-commerce space, giving retailers the advantage

to remain flexible and adaptable to changing consumer demands.
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